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*Abstract* **:- This study delves into sentiment analysis of Instagram Threads reviews, employing advanced natural language processing techniques. The research leverages VADER, a robust sentiment analysis tool, alongside RoBERTa, a state-of-the-art transformer-based model. Through this combination, the study aims to discern the overall sentiment of user-generated content within Instagram Threads reviews. The choice of VADER, known for its effectiveness in analysing short and informal texts, complements RoBERTa's proficiency in processing complex language structures. The integration of these tools offers a comprehensive approach to understanding the sentiments expressed in user reviews. This research contributes valuable insights into the sentiment landscape surrounding Instagram Threads, shedding light on user perceptions and feedback. Additionally, it showcases the potential of combining established sentiment analysis tools with cutting-edge models for nuanced analysis of social media content.**
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INTRODUCTION

Sentiment analysis involves the extraction and comprehension of emotions expressed within a text document. The surge in data across various social media platforms such as Twitter, Facebook, and Instagram have empowered consumers to voice their opinions about products, individuals, and places in new ways. These opinions are typically conveyed through textual information. Each day, millions of textual messages are exchanged on social media and online shopping platforms. Assessing and dissecting the sentiment of these opinions is a highly crucial task. This is where Natural Language Processing (NLP) coupled with artificial intelligence and text analytics come into play, helping determine whether the sentiment is positive, negative, or neutral. Opinion mining and sentiment analysis are not restricted to any specific domain or platform. Furthermore, sentiment analysis offers valuable business intelligence that can inform impactful decision-making.

The behaviours of online users have evolved in tandem with the increasing volume of data on the internet. According to statistics [1], 70% of online users interested in purchasing electronics indicated that they read online reviews before making a purchase. This trend has spurred extensive research in sentiment analysis and opinion mining for online platforms like Instagram and Facebook. Several studies [2], [3], [4] have examined microblogging platforms such as Instagram and Facebook to discern people's opinions and categorize them based on sentiment. These resources yield a diverse range of information. For instance, manufacturers can gather insights about their products, while political parties and social organizations can shape their events based on the findings of these studies. While microblogging platforms like Twitter offer advantages such as a wide array of data and rapid information flow [1], it is worth noting that some tweets may contain sarcasm [5], making it challenging to label such a vast dataset based solely on certain features [6]. This can lead to suboptimal results and a reduction in the performance of machine learning models. In order to address these issues and enhance predictive accuracy, we have devised a novel approach.

Instagram Threads is a widely-used microblogging platform that enables users to share, convey, and interpret concise, real-time messages referred to as threads. At a glance, the Threads interface bears resemblance to Twitter. Both platforms offer a stream of text-based updates, allowing users to stay updated with global events and initiate their own discussions. With the capacity to incorporate images, videos, and links, Threads serves as an effective means to connect with your network and the wider audience. Each thread can extend up to 500 characters, nearly double the 280-character limit of Twitter. This extended length facilitates the articulation of comprehensive ideas or the narration of more intricate stories without requiring followers to sift through multiple posts for complete information. Threads amassed over 100 million users within a week of its launch, setting a record as the fastest-growing application in history. Consequently, Instagram Threads serves as a valuable data source employed in the realms of opinion mining and sentiment analysis.

The VADER (Valence Aware Dictionary and sEntiment Reasoner) Sentiment Analysis tool is a potent resource employed in the field of natural language processing. It empowers users to assess the overall sentiment expressed in a piece of text, typically characterized by brevity and informality, which makes it particularly adept at scrutinizing user reviews and comments. In this study, the SentimentIntensityAnalyzer from Python's Natural Language Toolkit (NLTK) library was employed. This analyser adopts a lexicon-based approach, wherein the lexicon encompasses the intensity levels of all sentiment-evoking words. These intensities are extracted, culminating in a sentiment score that determines whether the review is categorized as positive, negative, or neutral. Thanks to VADER's pretraining, results can be obtained more swiftly compared to many other analysers. However, a limitation of VADER lies in its ability to only discern sentiments for words present in its lexicon. Any new slang terms, if used in a review, will not impact the classification process as these slang words are not included in the lexicon and thus lack polarity. VADER shines brightest when handling short sentences, slang, and abbreviations commonly found in social media content.

The Robustly Optimized BERT Pretraining Approach (RoBERTa) is a pre-trained model developed by Hugging Faces. It undergoes training on an extensive dataset encompassing over 160GB of uncompressed text. RoBERTa represents an enhanced version of the Bidirectional Encoder Representations from Transformers (BERT) model, characterized by extended training periods, larger training batches, and an augmented volume of training data. BERT, a valuable technique in natural language processing (NLP), originates from the concept of pre-training contextual representations. It employs bidirectional Transformer training to grasp contextual associations among words within a given text. This methodology is applied to pre-train comprehensive bidirectional representations, conveyed as numerical vectors, to convey word meanings in the text through a multi-layer bidirectional Transformer. When presented with a text sentence, it produces a three-dimensional vector of sentiment scores, with each component corresponding to the likelihood of positive, neutral, and negative sentiments. Subsequently, we compute the RoBERTa sentiment scores as the disparity in probability between positive and negative sentiments.

LITERATURE REVIEW

In recent times, there has been a growing interest among researchers in the field of sentiment analysis. The following are earlier studies that have made significant contributions to this area in the past few years. Specifically, the assessment of the emotional content in text messages [7-10] to gauge their informational value [11], along with the identification of key user sentiments [12-14], a component of natural language processing, has captured the attention of the scientific community. This surge in interest can be attributed to the expanding range of potential applications. Text message sentiment analysis involves the extraction and interpretation of user evaluations of products and models, employing various approaches that utilize machine learning algorithms to categorize the emotions conveyed in the text [7]. For instance, this technique has been applied in sentiment analysis of tweets to comprehend public perception of specific news, evaluate interactions between humans and robots, and establish recommendation systems for product selection, among other applications [15, 16].

In their study [17], the authors discovered that employing a blend of machine learning alongside a lexicon-based approach yields greater accuracy than any single form of sentiment analysis. They employed a diverse range of sentiment analysis techniques, incorporating both machine learning models and dictionary-based methods, to assess and contrast the efficacy of user behaviour research.

In the study [1], extended BERT models are examined for their effectiveness in recognizing sentiment in tweets. To thoroughly assess the performance of Enhanced BERT, the Kaggle SMILE dataset is utilized. This dataset is assessed for emotions such as "happiness" and "sadness," among others, and sorted into specific categories. Experimental results indicate that this version of the model attains an impressive accuracy of 0.96.

Simultaneously, there have been several optimization models leveraging BERT, such as RoBERTa [18] and ALBERT [19]. RACSA maximizes the use of pre-trained language models and strengthens the connection between text and the specified aspect category by employing RoBERTa for feature extraction and fine-tuning. We propose the utilization of a cross-attention mechanism to guide the model's focus towards the text segment most relevant to the given aspect category. To tackle category imbalance, we incorporate a logarithmic balance factor to enhance the learning weight of sentiment polarity categories with fewer samples. Furthermore, RACSA operates as a multi-task learning model, treating each aspect category as an individual subtask.

Wagh et al. [20] introduced a versatile sentiment classification system designed for situations where no labelled data is available in the target domain. This method utilizes labelled data from a separate domain and was also employed to calculate term frequencies in tweets. The study focused on analysing a dataset consisting of four million publicly accessible tweets from Stanford University, which served as the foundation for predicting the sentiment expressed in individuals' opinions. While traditional classification algorithms can be used to train sentiment classifiers with manually labelled text data, this manual labelling process is both expensive and time-consuming. The research revealed that directly applying a classifier trained in one domain to other domains leads to notably lower performance. The study evaluated the accuracy of various algorithms across different quantities of tweets, including Naive Bayes, Multi-nominal NB, Linear SVC, Bernoulli NB classifier, Logistic Regression, and the SGD classifier. The results demonstrated that the proposed system exhibited superior efficiency compared to existing systems.

METHODOLOGY

In this paper, we present a comparative analysis of two distinct models applicable to sentiment analysis using a dataset comprised of thread reviews. During our investigation, it becomes evident that Google Play Store stands as the most widely employed platform for application downloads. An inherent advantage of Google Play Store is its feature that allows users to preview reviews before downloading any application. However, this presents a challenge for application owners as negative reviews can potentially harm an organization's reputation. The repercussions of a tarnished reputation persist over time, which is why organizations, regardless of their size, are concerned about their digital footprint.

1. *Data Set*

The Threads reviews dataset, sourced from Kaggle, underwent a cleaning process wherein extraneous columns were removed. Ultimately, the dataset comprised only two columns: "Review" and "Rating". This dataset was unsupervised. Subsequently, it was divided into two subsets based on the conditions: one containing solely positive reviews with ratings greater than 3, and the other consisting of negative reviews with ratings less than 3. The total dataset size used in the experiment was 2000.

1. *Data Processing*

Several preprocessing procedures were implemented to eliminate extraneous details from the tweets. This is crucial as cleaner data enhance their suitability for mining and feature extraction, consequently boosting result accuracy. Python's Natural Language Toolkit (NLTK) was employed for this data preprocessing task. The reviews underwent several steps: all characters except [! a-zA-Z] were eliminated using regular expressions; the text was then converted to lowercase, and common stop words (like "a," "an," "in," and "the") were subsequently removed.

1. *Proposed Method*

We utilized the VADER Lexicon module within Python's NLTK Framework, employing the entire dataset comprising 2,000 reviews for testing purposes. The model's output was structured as a dictionary containing scores for positive, negative, neutral, and compound sentiments. In the VADER Lexicon approach, when a sentence (or review) is input into the model, it identifies the emotional words and their respective intensities. Each word's polarity score falls within a range of -4 to 4, with -4 indicating extremely negative and +4 signifying highly positive sentiment. However, the overall sentiment score for a statement falls between -1 and 1. This is achieved by standardizing the sentiment scores of individual words, leading to the creation of a new metric referred to as the compound score. The compound score offers insights into both the intensity and polarity of the review. In cases where a sentence contains multiple sentiment words, their scores are aggregated and then normalized to yield the compound score.

1. *Calculation of compound Score*

Compound score =

In the equation, Alpha represents a constant typically set at 15, and 'x' signifies the cumulative polarity scores of all the words. Let us examine an example: "The food here is good and service is nice." In this case, 'good' and 'nice' are two sentiment words with polarity scores of 1.9 and 1.8, respectively. When we calculate the compound score, our 'x' value becomes (1.9 + 1.8) = 3.7. Consequently, our compound score amounts to 0.6907. Subsequently, we categorized the reviews based on the compound score derived from the VADER tool. If the Compound Score is greater than or equal to 0, the review is labelled as positive; otherwise, it is labelled as negative.

Sentiment Analysis() < ̶ File

For each row in rows

If sentiment Polarity Score(line)>0.05 then

Sentiment < ̶ Positive

Else

If sentiment Polarity Score(line)<=-0.05 then

Sentiment < ̶ Negative

Else Sentiment < ̶ neutral

end

end

end

Algorithm 1: Sentiment Classification using VADERS

|  |  |
| --- | --- |
| ***Word*** | ***Score*** |
| 😊 | 1.3 |
| thanks | 1.9 |
| lol | 2.9 |
| great | 3.1 |
| disaster | -3.1 |
| agrees | 1.5 |
| horrible | -2.5 |
| died | -2.6 |
| rejoiced | 2.0 |
| dangerous | -2.1 |
| conspiracy | -2.4 |

**Table 1: Example of different Vader lexicons**

In contrast to the previously discussed VADERS, we utilize the Robustly Optimized BERT Pretraining Approach (RoBERTa) [21] for analyzing the sentiments and emotions expressed in reviews. RoBERTa represents an enhanced version of the Bidirectional Encoder Representations from Transformers (BERT) model, characterized by extended training periods, larger training batches, and a more extensive training dataset. BERT [22] is a valuable tool in natural language processing (NLP), rooted in the concept of pre-training contextual representations. It employs bidirectional Transformer training [23] to grasp contextual associations among words within a text. This methodology is employed to pre-train intricate bidirectional representations, quantified as numerical vectors, to elucidate the meaning of words within the text using a multi-layer bidirectional Transformer [23]. When presented with a textual input, it yields a 3-dimensional vector of sentiment scores, with each component denoting the likelihood of positive, neutral, and negative sentiments.

We utilize Twitter-RoBERTa-base, a model pretrained on a vast dataset comprising more than 58 million tweets. For the execution, we employ the Python transformer module to apply the pretrained model obtained from an online machine learning platform (https://huggingface.co/cardiffnlp/twitter-roberta-base-sentiment-latest) for the purpose of evaluating sentiment scores for reviews.

RESULTS

We extracted a total of 2000 reviews from the dataset. Subsequently, we split it into two distinct sets: one comprising exclusively positive reviews, and the other containing only negative ones. This division was based on the ratings, with reviews receiving 4 or 5 stars classified as positive, and those with 1 or 2 stars marked as negative. Following this process, we obtained a positive dataset with 707 entries and a negative dataset with 865 entries.

Results of VADER

This tabulated format displays the polarity, sentiment score, and percentage of the positive dataset, all derived through VADER sentiment analysis.

|  |  |  |
| --- | --- | --- |
| Polarity | Sentiment score | Percentage |
| Positive | 0.9306 | 93.06% |
| Negative | 0.0565 | 5.65% |
| Neutral | 0.0127 | 1.27% |

**Table 3: The tabular form for the positive set of data’s using VADER**

This tabular format displays the polarity, sentiment score, and percentage for the negative dataset.

|  |  |  |
| --- | --- | --- |
| Polarity | Sentiment score | Percentage |
| Positive | 0.4473 | 44.73% |
| Negative | 0.4751 | 47.51% |
| Neutral | 0.0774 | 7.74% |

**Table 4: The tabular form for the negative set of data’s using VADER**

Results of RoBERTa

This tabulated format displays the polarity, sentiment score, and percentage of the positive dataset, all derived through RoBERTa sentiment analysis.

|  |  |  |
| --- | --- | --- |
| Polarity | Sentiment score | Percentage |
| Positive | 0.7369 | 73.69% |
| Negative | 0.1471 | 14.71% |
| Neutral | 0.0565 | 5.65% |

**Table 5: The tabular form for the positive set of data’s using RoBERTa**

This tabular format displays the polarity, sentiment score, and percentage for the negative dataset.

|  |  |  |
| --- | --- | --- |
| Polarity | Sentiment score | Percentage |
| Positive | 0.0277 | 2.77% |
| Negative | 0.9167 | 91.67% |
| Neutral | 0.0138 | 1.38% |

**Table 6: The tabular form for the negative set of data’s using RoBERTa**

DISCUSSIONS

The positive dataset should exhibit a high positivity rate. According to Table 3, VADER achieves a positivity percentage of 93%, while RoBERTa achieves 73%. Conversely, the negative dataset should have a high negativity rate. In Table 4, VADER registers a negativity percentage of 47.51%, while RoBERTa reaches 91% in Table 5. Consequently, it is apparent that VADER is unsuitable for assessing negative reviews, as evidenced by the fact that in Table 4, the positive polarity percentage is 44%, a value quite close to the negative polarity percentage. This implies that VADER struggles to effectively differentiate between negative and positive reviews, potentially misclassifying negative reviews as positive. If dataset availability is limited and accuracy is not a primary concern, VADER could be an option. However, for more accurate results, RoBERTa is the superior choice.

CONCLUSION

In conclusion, our paper has introduced two sentiment analysis models and outlined the experimental methodology. Based on the dataset results, RoBERTa demonstrates higher accuracy than VADER, suggesting RoBERTa as the preferred choice for sentiment analysis.
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